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Many globally distributed data stores need to replicate data across large geographic distances. Since syn-
chronously replicating data across such distances is slow, those systems with high consistency requirements
often geo-partition data and direct all linearizable requests to the primary region of the accessed data. This
significantly improves performance for workloads where most transactions access data close to where they
originate from. However, supporting serializable multi-geo-partition transactions is a challenge, and they often
degrade the performance of the whole system. This becomes even more challenging when they conflict with
single-partition requests, where optimistic protocols lead to high numbers of aborts, and pessimistic protocols
lead to high numbers of distributed deadlocks. In this paper, we describe the design of concurrency control and
deadlock resolution protocols, built within a practical, complete implementation of a geographically replicated
database system called Detock, that enables processing strictly-serializable multi-region transactions with
near-zero performance degradation at extremely high conflict and order of magnitude higher throughput
relative to state-of-the art geo-replication approaches, while improving latency by up to a factor of 5.
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1 INTRODUCTION
Modern data stores typically replicate data for improved availability, durability, read throughput,
and/or latency. Data stores designed for global applications typically replicate data across large
geographic distances, which further improves robustness to region failure, and can allow reads to
occur locally to an application client.
Data stores that allow replicas to temporarily diverge in a manner visible to the client are

termed weakly consistent, and those for which such divergence does not exist or is kept invisible
to the client are termed strongly consistent. The gold standard for strongly consistent guarantees
in the context of transactional systems is strict serializability [11, 12, 24, 42], which ensures that
transactions submitted after earlier transactions complete never observe a state prior to those
completed transactions, even if they are processed on a different replica.

There are two common approaches for implementing strict serializability in practice. The simplest
approach is to have a primary copy of each data item. All writes are performed by that primary
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copy, and strongly consistent reads are directed either to that primary copy or other copies that are
replicated to synchronously from that primary copy [18, 33, 45, 46]. The second approach allows
writes to occur at any replica, but performs a consensus protocol to avoid replica divergence [9, 17,
52, 54, 58, 60].

Both of these approaches can support geographic partitioning of data for improved performance.
In the first approach, the primary copy of different data items can be stored in different regions [15,
18, 33]. In the second approach, separate consensus groups can be formed in different regions [49, 52].
Either way, geo-partitioning decreases latency of transactions that initiate near the region of their
accessed data and can therefore increase the overall performance of a workload if such transactions
are prevalent.
Unfortunately, even for workloads where such transactions are common, there still exist some

transactions which must access data in more than one partition. Such transactions necessarily
require coordination across partitions (and therefore across geographic regions) to ensure strict
serializability, and this increases latency. The bigger problem, however, is that when they conflict
with single-partition transactions, they become hard to complete: optimistic concurrency control
approaches result in extremely high abort rates under high contention, and pessimistic approaches
result in high amounts of deadlock. Even single-region transactions can end up getting involved
in deadlocks or OCC aborting because of the presence of these slow multi-region transactions.
Therefore, it is extraordinarily difficult to achieve high throughput under high contention and a
non-trivial number of multi-region transactions.
One approach to avoiding these issues is to use deadlock avoidance techniques to enable pes-

simistic concurrency, providing high-throughput transaction processing under high contention.
For example, the work on SLOG creates separate consensus groups per region, geographically
partitions data across these regions, and runs every multi-region transaction through a global
ordering mechanism to completely avoid deadlock [49]. However, this approach adds the latency
of the global ordering layer in addition to the latency required for coordination during normal
processing of strictly serializable multi-region transactions, further impacting the performance of
conflicting single-region transactions.

Instead, in this paper, we present a new graph-based concurrency control protocol that enables
multi-region transactions (in addition to single-region transactions) to be scheduled deterministi-
cally at each region such that all regions involved in processing a transaction will construct the
same graph independently and process transactions completely without cross-region coordination
after receiving all parts of the transaction. The graphs constructed by each region are formed based
on conflicting accesses by different transactions, and indeed may contain deadlocks. However,
since each region constructs the same graph, deadlocks can be resolved by dynamically reordering
accesses by deadlocked transactions to resolve the deadlock deterministicallywithout ever having
to resort to aborting transactions and without having to communicate this reordering with other
regions.

Nevertheless, high network delays between regions can cause the size and number of deadlocks
to grow unbounded. We therefore implement a practical version of this algorithm within a new
system called Detock that annotates transactions with real-time based timestamps, which are
used to strategically schedule transactions to reduce the probability of deadlock. Detock also
implements a novel protocol for migrating data to other geo-partitions using a simpler approach
than used in previous work [49].

When comparing Detock to several alternative state-of-the-art systems that support geographic
partitioning such as SLOG and CockroachDB, we find thatDetock can lessen throughput reductions
caused by multi-region transactions under high conflict by several orders of magnitude, while
simultaneously reducing latency by avoiding unnecessarily cross-region coordination.
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Fig. 1. Architecture of Detock

This paper thus makes the following contributions:
• A concurrency control protocol for geo-distributed transactions.
• An abort-free deterministic deadlock resolution protocol that enables replicas to resolve deadlocks
independently.

• A practical implementation of these protocols within an open source system that leverages
real-time-based timestamps.

• Experiments that investigate the impact of these practical optimizations and compares to two
state of the art systems.

• A novel, simple, data migration protocol.

2 SYSTEM ARCHITECTURE
Detock is a geo-partitioned database system, and uses a similar high-level architecture to re-
cent state-of-the-art geo-partitioned database systems, while introducing novel approaches to
concurrency control, deadlock resolution, and data migration. This section overviews the basic
architectural approach that Detock shares with other geo-partitioned database systems — most
notably SLOG and CockroachDB — and we defer the discussion of the unique aspects of Detock’s
design to the following section.

The system is deployed across multiple geographic regions. A region consists of servers connected
via a low-latency network. These servers typically reside within a single data-center or multiple
data-centers that are in close proximity with each other. Each item is assigned to exactly one
geographic region. This is called a home region in both SLOG and CockroachDB. The identifier of
the home region for a data item is stored in the header of that data item.
A region may store local data for which it is designated as the home region, and remote data

which are materialized by replaying logs asynchronously replicated from other regions. Data is
also partitioned locally within a region independently of home status: each partition might contain
a mix of local and remote data.
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Similar to SLOG, Detock relies on deterministic transaction execution to substantially reduce
cross-region coordination. Fig. 1 shows the architecture of this style of deterministic system in a
deployment over two regions A and B. Clients send transactions to their closest region. The first
server that receives a transaction becomes its coordinator, which first resolves non-deterministic
commands in the transaction (e.g. random() and time()), then attempts to extract its read/write
set. When this is not possible via static analysis [25], the OLLP protocol is used, which obtains an
initial estimate of the transaction’s read/write set via a reconnaissance query [54]. Each region
maintains a distributed index called a Home Directory that contains the cached value of the current
home for each known data item. The Forwarder of the coordinator uses this index to augment the
read/write set with the home information of every data item. It then annotates the transaction with
this augmented read/write set and forwards the transaction to its home region(s).
We denote in Fig. 1 annotated transactions housed by region A as Ta, and by region B as Tb.

Once these transactions reach their home regions, they are put into batches and inserted into a
Paxos-maintained local log by the Sequencers. This log is synchronously replicated within a region
to tolerate failure of individual servers, and optionally to nearby regions to increase availability
during (rare) failures of an entire region.
A region can deterministically replay a local log from any other region 𝑅 to obtain the state

of 𝑅’s local data. Therefore, persisting the local logs is sufficient for durability, and replication is
performed by shipping these local logs. While it is not required for a region to hold any remote
data, having a possibly stale copy of the remote data allows local snapshot reads of data from other
regions and makes executing multi-home transactions (including the home-movement transactions
in Section 4) faster. To this end, regions in Detock and SLOG asynchronously exchange their
local logs to each other, so each region eventually receives and replays the complete local log from
every other region, as can be seen in the Log Managers of both regions in Fig. 1.
To replay the logs, a Scheduler constructs a dependency graph for the transactions in the logs

with the help of the Deadlock Resolver (Section 3.2), and schedules them to be executed by the
Workers.

If all data accessed by a transaction belong to a single region, it is called a single-home transaction;
otherwise, it is multi-home. Multi-home transactions insert records into the local logs of each home
region for the data accessed by that transaction. As mentioned above, SLOG globally orders multi-
home transactions to avoid inconsistently ordering them across regions (e.g. T1 before T2 at region
1, but T2 before T1 at region 2) which could result in serializability violations, OCC aborts, or
deadlock [49]. Detock eliminates this global ordering, but must therefore deal with the problems
that arise from inconsistent ordering (discussed in the next section). By eliminating multi-home
transaction ordering, Detock is able to guarantee that each transaction, regardless of its type, only
needs a single-round trip from the initiating region to the participating regions: the initiating
region sends the multi-home transaction to each region which houses data that it accesses, waits to
receive the local log records back from those regions through which it can derive the state at those
regions over which that transaction must run, and can then process that transaction to completion
locally. Every other region, including the ones that write local data, see the same local logs and
also process that transaction locally.

3 TRANSACTION PROCESSING
When a new transaction arrives at the system, its coordinator invokes the function StartTxn shown
in Algorithm 1. Although most deterministic systems such as SLOG and Calvin do not require
assigning a globally unique identifier to a transaction upon arrival, most other highly consistent
ACID-compliant distributed systems — including CockroachDB and Spanner — give transactions
globally unique identifiers. Detock takes the latter approach despite being a deterministic system
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since the identifier will be used in the concurrency control protocol. The globally unique ID is
generated by concatenating (in binary) a local transaction counter with a globally unique ID
statically assigned to the coordinator’s server (Line 2). The Home Directory is used to find the
cached values of the home regions for all data items in the read/write set (Line 3-10).

Algorithm 1: Starting a new transaction
1 function StartTxn(txn)
2 txn.id = new globally unique ID

3 if txn.isHomeMovement then /* see Section 4 */

4 key = txn.movedKey

5 txn.oldHome = HomeDirectory(key)

6 txn.homeInfo = {(key, txn.oldHome), (key, txn.newHome)}

7 else
8 txn.homeInfo = ∅ /* set of (key, region) pairs */

9 foreach key in txn.readSet
⋃

txn.writeSet do
10 Add HomeDirectory(key) to txn.homeinfo

11 regions = unique regions in txn.homeInfo

12 txn.isMultiHome = size of regions is larger than 1

13 if txn.isMultiHome then
14 /* oneway[r] is estimated one-way network delay to region r */

15 maxOneWay = Max(oneway[r] : ∀r in regions)

16 txn.timestamp = Now() + maxOneWay + overshoot

17 Call AppendLocalLog(txn) for every region in regions

The number of unique home regions retrieved is used to determine whether the transaction
is single-home or not (Line 11-12). Incorrect read/write sets (from the OLLP protocol) or home
information (from stale values in the Home Directory) are deterministically detected later during
execution and cause the transaction to abort and restart. However, these restarts are expected
to be uncommon in practice: OLLP aborts only occur when the access set of data depends on
the current state of the database [50, 54], while home information aborts only occur for a short
period of time after data is rehoused in a different region. The transaction is then forwarded to
the participating regions (Line 17). [The timestamp assigned in Line 16 is an optimization that is
described in Section 3.2.]

3.1 Single-home Transactions
The initial steps of transaction processing of single-home transactions Detock are identical to
those of SLOG: When a single-home transaction reaches a node at its presumed home region, the
Sequencer of that node runs the code in Algorithm 2, which puts the transaction into an in-memory
batch along with other concurrent transactions that arrive at the same node (Line 8). The size of
the batch window is configurable, and defaults to 5ms. The Sequencer then appends the batch to
the region’s local input log via Paxos (Line 10). After this point, the transaction is durably logged
for recovery. The position in the Paxos log, along with the contents of the batch is asynchronously
replicated from that region to every other region, such that every region eventually receives the
complete set of ordered batches from every other region (Line 11). Detock and SLOG also support
synchronous replication to near-by regions for improved robustness to region-failure.
At each region, the Paxos logs from all regions (including its own) are interleaved arbitrarily

by the Log Managers to form that region’s view of the global log (Line 14-19). Each region may
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Algorithm 2: Appending transactions to the logs
1 function AppendLocalLog(txn)
2 localTxn = txn

3 if txn.isMultiHome then
4 Sleep until Now() ≥ txn.timestamp

5 exclude = keys in txn.homeInfo where region ≠ curRegion

6 localTxn.readSet = localTxn.readSet \ exclude
7 localTxn.writeSet = localTxn.writeSet \ exclude
8 Append localTxn to batch

9 upon batch is ready do
10 pos = Append batch to local Paxos log and get its position

11 Asynchronously call AppendGlobalLog(curRegion, pos, batch) for every region

12 batch = ∅
13 function AppendGlobalLog(reg, pos, batch)
14 localLogs[reg, pos] = batch

15 lastPos = position of the last batch in localLogs[reg] that was added to globalLog

16 while localLogs[reg, lastPos + 1] ≠ null do
17 foreach txn in localLogs[reg, lastPos + 1] do
18 Append txn to globalLog

19 lastPos = lastPos + 1

interleave transactions from different local logs into the global log in different ways; however, if
transaction B is after A in any region’s local log, B will be after A in every region’s global log, since
logs records from the same region are numbered by that region and never reordered.
From this point forward, Detock’s processing of single-home transactions differs from SLOG.

In both systems, each region executes all transactions found in its global log in parallel, but in a
manner equivalent to if they had been executed sequentially in log order. However, SLOG uses a
locking based mechanism to achieve this, while Detock uses an approach based on dependency
graphs in order to facilitate deadlock detection and resolution. Algorithm 3 presents the pseudocode
of the Scheduler where the dependency graph is constructed (Line 2-6).

Definition 3.1. Two transactions 𝑇𝑖 and 𝑇𝑗 are said to conflict on a tuple (𝑑, 𝑟 ), where 𝑑 is a data
item and 𝑟 is a region, if both transactions access 𝑑 , at least one of the transactions writes to 𝑑 , and
both of them expect 𝑟 to be 𝑑’s home region.

A dependency graph is a directed graph where vertices correspond to transactions, and an edge
(𝑇𝑖 ,𝑇𝑗 ) exists if and only if:
• 𝑇𝑖 is at a position earlier than 𝑇𝑗 in the global log1, and
• There exists a tuple (𝑑, 𝑟 ) such that both 𝑇𝑖 and 𝑇𝑗 conflict on (𝑑, 𝑟 ), and there does NOT exist a
transaction 𝑇𝑘 such that 𝑇𝑘 is between 𝑇𝑖 and 𝑇𝑗 in the global log and 𝑇𝑘 conflicts with both 𝑇𝑖
and 𝑇𝑗 on (𝑑, 𝑟 ).
Despite each region having slightly different versions of the global log, they are all guaranteed to

(eventually) construct the same dependency graph, since the definition of conflict prevents conflicts
across regions, and thus the order of interleaving logs from different regions does not impact the
ultimate structure of the dependency graph. Therefore, each region can process the transactions
1Traditionally, a wait-for graph is constructed with directed edges pointing away from the waiting transaction. However,
reversing the edges simplifies our implementation.

Proc. ACM Manag. Data, Vol. 1, No. 2, Article 148. Publication date: June 2023.



Detock: High Performance Multi-region Transactions at Scale 148:7

Algorithm 3: Scheduling transactions for execution
1 upon a new transaction txn is appended to globalLog do
2 newEdges = ∅
3 foreach (k, r) in txn.homeInfo do
4 prev = latest transaction that conflicts with txn on (k, r)

5 if prev ≠ null then Add (prev.id, txn.id) to newEdges

6 Add txn.id and newEdges to dependency graph G
7 Broadcast txn.id and newEdges to all local partitions

8 upon a transaction txn becomes ready; in a Worker thread do
9 if not txn.isHomeMovement then

10 foreach (key, region) in txn.homeInfo do
11 if region ≠ storage.getHome(key) then Abort txn

12 else if txn.oldHome ≠ storage.getHome(txn.movedKey) then
13 Abort txn

14 Execute the code in txn

15 Remove txn.id and its associated edges from G
16 /* Called periodically in a background thread */

17 function FindAndResolveDeadlocks()
18 G′

= FindStableSubgraph(G) /* see Section 3.2 */

19 foreach scc in FindSCCs(G′) do
20 Deterministically serialize scc in G

in its global log independently, without any communication with other regions, and arrive at the
same final state.

If all transactions are single-home, the dependency graph constructed from the global log will be
a directed acyclic graph (DAG). This is because edges can only arise among transactions within a
region, which are strictly ordered. Therefore, processing of the transactions follows the topology
order of that graph. A finished transaction is removed from the graph along with its outgoing edges.
A transaction is executed only when there are no more incoming edges pointing to it. Different
partitions in the same replica may only see partial views of the DAG. However, since there is
no cycle in a DAG (because all transactions are single-home), the transactions can be processed
without a distributed deadlock detection mechanism.

Transactions accessing multiple partitions in the same replica follow a deterministic execution
protocol similar to Calvin [54] and thus do not require two-phase commit. Unlike Calvin, before
accessing a data item, a transaction needs to check whether the home region identifier stored
alongside the data item matches with the expected home region retrieved previously from the Home
Directory. If they do not match, the transaction must be aborted and restarted (Line 9-13). Since all
regions eventually receive the same set of logs and the transactions are processed deterministically,
the regions apply the same sequence of updates to each data item. The home region identifier, being
part of a data item, is thus updated at the same point in that update sequence. Consequently, all
regions make the same decision as to whether to abort a transaction or not based on the comparison
between the actual home region identifier stored alongside the data item and the assumed home
region identifier stored in the transaction. Once a transaction finishes its execution, the scheduler
removes it from the graph and schedules transactions that become ready as a result of this removal
(Line 14-15).

Fig. 2 shows an example of single-home transaction processing. There are 3 regions: US, EU, and
AP, each of which holds a complete copy of the database. In this example, there is only one partition
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Fig. 2. Single-home transaction processing

and one replica in each region. The local data of each region is shown in red and underlined.
The 4 transactions T1-T4 access data item A so they are ordered in the local log of the US region.
Transactions T5 and T6 access data item B so they are ordered in the EU region. Each region
eventually obtains the local log from every other region and interleaves them to form its view
of the global log. As noted above, the generated dependency graphs for the regions eventually
become identical, despite each region having a different version of the global log. The associated
home regions of the data items are not changed in this example, so conflict of two transactions is
determined based solely on their read and write operations on the data items, shown on the top
left of the figure.

3.2 Multi-home Transactions
When a multi-home transaction reaches a participating region, it follows a different protocol than
that of a single-home transaction. Each region uses the home information stored in the transaction
to generate a special kind of transaction called a GraphPlacementTxn that contains a list of the
keys from the original multi-home transaction that are local to the current region (Algorithm 2,
Line 3-7). One GraphPlacementTxn per transaction, designated by the coordinator, also contains
the original code for that transaction.
GraphPlacementTxns are initially treated like single-home transactions: they are put into the

local logs at their home regions, make their way to the global logs through local log replication,
and finally get added to the dependency graphs at every region.
For each transaction, 𝑇 , each region will eventually receive GraphPlacementTxns from each

region that the coordinator expected to house relevant data. The first GraphPlacementTxn for 𝑇
that is placed in a region’s global log causes a new vertex representing 𝑇 to be created in that
region’s graph. Subsequent GraphPlacementTxns of 𝑇 share this same vertex. Edges created by
these GraphPlacementTxns are added to that vertex.
GraphPlacementTxns establish an order between multi-home and single-home transactions at

the region that generated the GraphPlacementTxn. However, they do not globally order multi-home
transactions, since two different regions may generate GraphPlacementTxns for a set of multi-home
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transactions in different orders. There is thus a concern that the generated graph may contain
cycles, which would lead to deadlock during processing.
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Fig. 3. Deadlocks from multi-home transactions

Fig. 3 shows an example scenario that would lead to deadlock, using the same setup as Fig. 2.
Three multi-home transactions arrive at the system: T1 and T2 both access data item A and B,
so they are sent to the US and EU regions. T3 accesses data item A and C, so it is sent to the
US and AP regions. All accesses are read-modify-write operations. Each region generates the
GraphPlacementTxns for the multi-home transactions and places them in its local log; however,
the order they are placed differs across regions. Every region eventually receives all local logs and
constructs the dependency graph. The deadlocks manifest themselves as cycles in the dependency
graph. In this case, all three transactions are in a deadlock.
In order for the transactions to progress, the deadlocks must be eliminated, either by aborting

transactions or modifying the dependencies such that the graph is free of cycles. We chose the
latter approach because aborting and restarting transactions increase latency of those restarted
transactions. However, a key constraint is that this modification must be deterministic: every region
must independently make the same decision on how to resolve the deadlock without runtime
communication across regions.

One dependency modification strategy is to serialize the transactions following the order of their
IDs (see Section 3.1 for how IDs are generated). For example, the dependencies in the graph in
Fig. 3 can be changed such that the processing order of the transactions is T1, T2, and T3, as shown
at the bottom of the figure.
However, making this change deterministically is more complicated than it initially appears:

performing the deadlock resolution as soon as a cycle is detected may cause divergence. For example,
if a server in the EU region in Fig. 3 resolved the deadlock between T1 and T2 as soon as it saw
the first four log entries in the global log, only a single edge (T1, T2) would remain between T1
and T2. When the rest of the log arrived, the edges (T1, T3) and (T3, T2) were added to the graph.
This final graph is a DAG whose topological order is T1, T3, and T2, which is different from what
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the order would have been if the deadlock was resolved only after receiving all the log entries.
Therefore, both the timing for when to run deadlock resolution along with the resolution itself
must be deterministic. This is complicated by the fact that each region interleaves local log records
into its global log differently and waiting too long to resolve deadlocks increases latency.

Deterministic deadlock resolution (DDR).We give an intuition for our deadlock resolution
algorithm by considering its naïve version over a finite set of transactions. Each region waits until
all transactions arrive then constructs a condensation of the dependency graph. A condensation of a
directed graph G is formed by contracting each strongly connected components (SCC) into a super
vertex, and adding a directed edge between two super vertices𝑈 and𝑉 if there is a directed edge in
G that starts in 𝑈 and ends in 𝑉 (e.g. Fig. 4a). A condensation is a DAG since it does not have any
SCC over its super vertices with a size larger than one. Therefore, we can find a topological order
on the condensation. We additionally impose an order agreed upon by every region on the vertices
within each super vertex (e.g. by their IDs). Determinism across regions can then be achieved by
executing the transactions following both of the these orders.

(a)

X

Y

(b)

Fig. 4. Example dependency graphs (in orange) and their condensations (in blue)

In reality, it is extremely inefficient or impossible to wait for all transactions to arrive as the
set of transactions may not be finite. On the other hand, running the algorithm at arbitrary time
may cause the regions to see different condensations. For example, another region will observe a
different condensation as shown in Fig. 4b if it runs the algorithm after the transaction 𝑋 arrives,
merging two of the SCCs together. To avoid this problem, the DDR algorithm identifies a stable
subgraph then finds and executes the SCCs only within this subgraph. These SCCs are guaranteed
to never mutate as new transactions arrive, thus ensuring convergence across the regions.

For clarity, we initially assume that the data at each region is not partitioned and will remove this
assumption shortly. For every vertex corresponding a multi-home transaction 𝑇 in the dependency
graph, let𝐺𝑃𝑡𝑜𝑡𝑎𝑙 (𝑇 ) be the total number of GraphPlacementTxns generated for𝑇 , a counter𝐺𝑃 (𝑇 )
is associated with𝑇 to keep track of the number of GraphPlacementTxns of𝑇 that have been added
to the graph so far. We define two types of vertices:
• A complete vertex 𝑇 is either a single-home transaction or a multi-home transaction with𝐺𝑃 (𝑇 )
equal to 𝐺𝑃𝑡𝑜𝑡𝑎𝑙 (𝑇 ).

• A stable vertex 𝑇 is a complete vertex and there does not exist a path going from an incomplete
vertex to 𝑇 .
For example, before 𝑋 is added to the graph in Fig. 4b, 𝑌 was not a complete vertex because

the edge (𝑋,𝑌 ) being missing implies at least one GraphPlacementTxn of 𝑌 was not added to the
graph. As a result, any vertex that 𝑌 had a path to was not stable.
Let G(T , E) be a dependency graph comprised of a vertex set T and an edge set E. The stable

subgraph of G is the graph G′ (T ′, E′) such that T ′ is the subset of T that contains all stable vertices
and E′ is the subset of E that contains all edges whose both incident vertices are in T ′. The stable

Proc. ACM Manag. Data, Vol. 1, No. 2, Article 148. Publication date: June 2023.



Detock: High Performance Multi-region Transactions at Scale 148:11

vertices set T ′ can be found with breadth-first search, starting from the set of incomplete vertices;
any traversed vertices (including the starting vertices) are marked as unstable; the remaining
untraversed vertices are stable vertices.

The DDR algorithm finds all SCCs in the stable subgraph G′; for each found SCC, it removes all
its edges and adds a new simple chain of edges between the vertices found within that SCC ordered
by their transaction IDs. After running this algorithm, the stable subgraph G′ will become a DAG
and, as an optimization, can be ignored in subsequent runs of the algorithm. We run this algorithm
in a background thread (Algorithm 3, Line 17-20) at a configurable interval, which we set to 40 ms.
This thread builds its own copy of the graph and communicates with the Scheduler via a message
queue to avoid access conflict on an otherwise shared graph.
When the data is partitioned within a replica, each partition may only have a partial view of

the dependency graph. Therefore, we make two modifications to the above algorithm. First, each
partition will periodically broadcast its view of the graph to all other partitions (Algorithm 3,
Line 7). Second, for every vertex 𝑇 , let 𝑃𝑎𝑟𝑡𝑡𝑜𝑡𝑎𝑙 (𝑇 ) be the number of partitions participating in 𝑇
and 𝑃𝑎𝑟𝑡 (𝑇 ) be the number of partitions participating in 𝑇 that have sent their views that included
𝑇 to the current server; for the vertex 𝑇 to be considered complete, regardless of whether it is
single-home or multi-home, it must satisfy that 𝑃𝑎𝑟𝑡 (𝑇 ) is equal to 𝑃𝑎𝑟𝑡𝑡𝑜𝑡𝑎𝑙 (𝑇 ), in addition to the
conditions stated above.

3.3 Proof of Correctness
We now prove that Detock achieves determinism and strict serializability. We use “component”
as short for “strongly connected component”. To simplify the proof, we slightly modify the DDR
and transaction execution algorithms. After reordering the vertices within a component C, the
deadlock resolver adds a virtual edge visible only to the deadlock resolver from the last vertex
to the first vertex of the series, so that the vertices in C continue to form a strongly connected
component after reordering. The transactions are executed following the non-virtual edges. After a
transaction’s execution, it is marked as executed instead of being removed from the graph, and its
outgoing edges become virtual edges.

Definition 3.2. A region 𝑅 determines a vertex𝑇 to be in a component C at a prefix 𝑝 of the global
log in 𝑅 if and only if the DDR algorithm computes𝑇 to be in C in the stable subgraph of the graph
constructed from 𝑝 .
Lemma 3.3. For any two regions 𝑅𝐴 and 𝑅𝐵 and two conflicting transactions 𝑇𝑖 and 𝑇𝑗 , if 𝑅𝐴

determines 𝑇𝑖 and 𝑇𝑗 to be in the same component at some prefix 𝑝𝐴 of the global log in 𝑅𝐴, then if
𝑅𝐵 determines 𝑇𝑖 and 𝑇𝑗 to be in some component(s) at some prefix 𝑝𝐵 of the global log in 𝑅𝐵 , it also
determines that 𝑇𝑖 and 𝑇𝑗 to be in the same component.

Proof. (By contradiction) Assume that 𝑅𝐵 determines𝑇𝑖 and𝑇𝑗 to be in two different components
C𝑖 and C𝑗 , respectively, at 𝑝𝐵 . In 𝑅𝐵 , since𝑇𝑖 and𝑇𝑗 are determined to be in two different components,
there does not exist a path either from 𝑇𝑖 to 𝑇𝑗 or from 𝑇𝑗 to 𝑇𝑖 in the graph constructed from 𝑝𝐵 .
Without loss of generality, we assume that the path from 𝑇𝑖 to 𝑇𝑗 does not exist.

In 𝑅𝐴, since 𝑇𝑖 and 𝑇𝑗 are determined to be in the same component, there exists a path 𝜌 from 𝑇𝑖
to 𝑇𝑗 in the graph at 𝑝𝐴.
While 𝜌 does not exist in 𝑅𝐵 at 𝑝𝐵 , there always exists in 𝑅𝐵 at 𝑝𝐵 a subpath of 𝜌 ending in 𝑇𝑗

(the subpath containing only 𝑇𝑗 is one such subpath). Let 𝑇𝑘 be the starting vertex of the longest
such subpath. 𝑇𝑘 cannot be 𝑇𝑖 because the whole path 𝜌 does not exists in 𝑅𝐵 at 𝑝𝐵 . Hence, there
exists a vertex 𝑇ℎ that is immediately precedes 𝑇𝑘 on 𝜌 .
The edge (𝑇ℎ , 𝑇𝑘 ) does not exist in 𝑅𝐵 at 𝑝𝐵 because the subpath from 𝑇𝑘 to 𝑇𝑗 is already the

longest. Per Detock’s protocol, 𝑅𝐵 will eventually construct the edge (𝑇ℎ , 𝑇𝑘 ) at some extension
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of 𝑝𝐵 . This means 𝑇𝑘 is an an incomplete vertex at 𝑝𝐵 , which makes 𝑇𝑗 an unstable vertex at 𝑝𝐵
because there is a path from 𝑇𝑘 to 𝑇𝑗 . This is a contradiction because 𝑅𝐵 cannot determine 𝑇𝑗 to be
in the component 𝐶 𝑗 at 𝑝𝐵 if 𝑇𝑗 is still not stable. Therefore, 𝑅𝐵 must determine 𝑇𝑖 and 𝑇𝑗 to be in
the same component at 𝑝𝐵 . □

Lemma 3.4. If a region 𝑅 determines a vertex 𝑇 to be in a component C at some global log prefix 𝑝
in 𝑅, then 𝑅 determines 𝑇 to be in C at any extension of 𝑝 .

Proof. Let A𝑝 be the set of vertices each of which has a path leading to 𝑇 (A𝑝 contains 𝑇 ) in
the graph constructed from 𝑝 . Let 𝑝′ be some extension of 𝑝 .

|A𝑝′ | ≥ |A𝑝 | because we don’t remove vertices. |A𝑝′ | > |A𝑝 | only if there exists a vertex 𝑆 at
𝑝′ such that 𝑆 ∉ A𝑝 and 𝑆 has an outgoing edge pointing to a vertex in A𝑝 . An edge pointing to
some vertex 𝑉 can only come from a transaction preceding 𝑉 in the global log, but all vertices in
A𝑝 are already complete because 𝑇 is a stable vertex at 𝑝 . Therefore, such a vertex 𝑆 does not exist.
Hence, |A𝑝′ | = |A𝑝 |.

Consequently, the size of C does not grow as the global log extends from 𝑝 to 𝑝′. C also does not
shrink because we don’t remove edges and vertices as viewed by the deadlock resolver. As a result,
𝑅 still determines 𝑇 to be in C at 𝑝′. □

Lemma 3.3 implies that two regions eventually agree on which vertices constitute a component.
Lemma 3.4 implies that once a determination is made, it stays true forever. Together these lemmas
assert that the DDR algorithm is deterministic. Next, we show that Detock guarantees strict
serializability.

Lemma 3.5. The execution order of any two conflicting transactions 𝑇𝑖 and 𝑇𝑗 is the same in every
region.

Proof. It follows from lemmas 3.3 and 3.4 that eventually all regions agree on one of the following
cases:
𝑇𝑖 and𝑇𝑗 are in the same component. The DDR algorithm deterministically reorders them by their

IDs, and they are executed following this order in every region.
𝑇𝑖 and𝑇𝑗 are in different components. Since they conflict with each other, without loss of generality,

there is a path from 𝑇𝑖 to 𝑇𝑗 in the dependency graph in every region. By the execution algorithm,
𝑇𝑖 is executed before 𝑇𝑗 , and this order is the same in every region. □

Proposition 3.6. Transaction schedules are strictly serializable.

Proof. Detock eliminates cycles in the dependency graph using the DDR algorithm, thus its
execution schedule follows the topological order of a DAG, which can be written as a serial schedule.
Because of Lemma 3.5, all regions follow the same execution order, hence Detock guarantees
one-copy serializability.
Furthermore, non-concurrent transactions are executed according to their temporal order in

this serializable schedule: Let 𝑇𝑖 and 𝑇𝑗 be two conflicting transactions such that 𝑇𝑗 is sent to
Detock after𝑇𝑖 is executed and returned to a client.𝑇𝑖 getting executed means that the component
containing𝑇𝑖 (which may include only𝑇𝑖 ) is part of a stable subgraph. Therefore,𝑇𝑗 cannot be in the
same component as𝑇𝑖 , thus must be executed strictly after𝑇𝑖 . As a result, execution of transactions
in Detock is strictly serializable. □

3.4 Avoiding Livelock
The DDR algorithm finds and resolves stable SCCs that will never grow as new transactions
are added to the graph. These stable SCCs correspond to deadlocks which it deterministically
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resolves. However, unstable SCCs also correspond to deadlocks, which the DDR algorithm cannot
immediately resolve. In theory, it is possible for an SCC to grow indefinitely and never become
stable, which results in livelock. Although such livelock is easy to prevent by forcing coordinators
to run an admission control algorithm that temporarily holds back transactions that conflict with
transactions tied up in a large unstable SCC until that SCC becomes stable, such admission control
increases transaction latency, and should only be used as a last resort. Preferably, large unstable
SCCs should be prevented in the first place. This is equivalent to taking measures to limit situations
where deadlock is likely to occur.

T1 T2 T3 T4

RA
T1 T3 T2 T5 T4 T7 T6

RB
T2 T1 T4 T3 T6 T5 …

T6 T7T5

Fig. 5. An example where an SCC can grow indefinitely.

Deadlock occurs when different regions insert multi-home transactions into their respective
local logs in different orders. High network delay between two regions increases the probability of
this occurring. For example, assume there are 2 regions 𝑅𝐴 and 𝑅𝐵 that are hundreds of milliseconds
apart in terms of network delay. The whole database consists of two data items 𝐴 and 𝐵, local to
𝑅𝐴 and 𝑅𝐵 , respectively. All transactions in this example access both of these keys and thus are
multi-home transactions. The first transaction T1 starts in 𝑅𝐴 and enters the local log of 𝑅𝐴 almost
immediately, while it takes hundreds of milliseconds for T1 to reach 𝑅𝐵 . In the meantime, another
transaction T2 starts in 𝑅𝐵 and enters the local log of 𝑅𝐵 before T1 reaches 𝑅𝐵 . It takes some time
for T2 to reach 𝑅𝐴, but before that happens, T3 starts in 𝑅𝐴 and enters the local log of 𝑅𝐴, and so on.
Fig. 5 shows the local logs and dependency graph of up to 7 transactions that got into this scenario.
At any time, the SCC cannot be resolved because the last transaction on this chain is always an
incomplete transaction and has a path leading to every other transaction (T7 in Fig. 5).
The best way to avoid deadlock and livelock is to attempt to have multi-home transactions be

inserted into every relevant region’s local log in the same order. However, Detock’s performance
requirements prevents it from being able to globally order multi-home transactions before they
begin, as done in other systems (such as SLOG, Fauna [4], and Calvin [54]). Instead Detock uses a
best-effort scheme called opportunistic ordering that merely reduces the probability of conflicting
orders of multi-home transactions (and thus deadlock), but does not eliminate it entirely.

When a transaction𝑇 first entersDetock, its coordinator assigns it a future (real time) timestamp
based on its local clock (Algorithm 1, Line 16). Each participating region inserts 𝑇 into its local
log as soon as possible after its local time exceeds this timestamp (Algorithm 2, Line 4). Thus, if
two transactions reach a region before their designated start times, they can be inserted into the
local log at that region by this timestamp order. This is true, even if the clock at that region is not
synchronized with the clocks at the regions which originally generated the timestamps of these
transactions. Therefore, if these two transactions arrive everywhere such that their timestamps
are later than the local clock at the location of their arrival, they are guaranteed to be consistently
ordered everywhere.
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However, if a region receives 𝑇 at a local time later than the timestamp assigned to 𝑇 , all it can
do is to immediately insert 𝑇 to its local log. Therefore, two transactions can be placed into the
local log at a region out of (timestamp) order if at least one of them arrives after its designated
time. To reduce the probability of this occurring, the coordinator attempts to assign a timestamp
far enough into the future so that it will arrive everywhere prior to its designated start time. To
accomplish this, the future timestamp is computed by adding to the coordinator’s local time the
one-way delay to the farthest participating region (delay-wise) plus a small overshoot (2 ms in our
implementation) (Algorithm 1, Line 16).

The one-way delay from a region 𝑅𝐴 to another region 𝑅𝐵 is estimated by periodically sending
a message from 𝑅𝐴 to 𝑅𝐵 containing the sending time 𝑡𝐴, then 𝑅𝐵 responses with the time offset
𝑡𝐵 − 𝑡𝐴 where 𝑡𝐵 is the time when 𝑅𝐵 receives the message. The servers at 𝑅𝐴 compute a moving
average of this offset to smooth out noise and use this value as the one-way delay from 𝑅𝐴 to
𝑅𝐵 . This offset also incorporates the clock difference between the two regions (and thus can be
negative) so this scheme does not require highly synchronized clocks. Inaccurate estimation does
not affect the correctness of the system but potentially degrades its performance due to increased
number of deadlocks.

4 HOME-MOVEMENT TRANSACTIONS
When the locality of a workload changes (e.g. a user moves to a new continent), data migration
between regions is needed to keep up with access pattern changes. Detock carries out such data
migration by using home-movement transactions. It performs home movement within a transaction
to ensure strict serializability and avoid down time. Our description focuses on home-movement
transactions that involves only one data item at a time, but it is straightforward to extend this to
multiple data items.

As mentioned previously, the identifier of a data item’s home region is physically stored next to
the data itself. A home-movement transaction’s only action is to modify this identifier. In Algo-
rithm 1, a home-movement transaction 𝑇ℎ𝑚 has three self-explanatory fields: movedKey, oldHome,
and newHome. The values of movedKey and newHome are determined by the Detock system
component (or system administrator) that decides that the data item should be located at a particu-
lar region and submits the home-movement transaction. The value of oldHome is retrieved from
the HomeDirectory index at the transaction’s coordinator (Algorithm 1, Line 5). Unlike ordinary
transactions, a home-movement transaction does not only store the current home of a data item in
the homeInfo map but also its soon-to-be new home (Line 6). Consequently, a home-movement
transaction is always a multi-home transaction.

The home-movement transaction 𝑇ℎ𝑚 is treated exactly like an ordinary multi-home transaction
from this point onward. Each region processes the transaction after receiving its two component
GraphPlacementTxns,𝑇𝑜𝑙𝑑

ℎ𝑚
and𝑇𝑛𝑒𝑤

ℎ𝑚
, and then updates its HomeDirectory accordingly. Concurrent

transactions which access the moved data itemmay see the old or new home location when entering
the system. If they see the old location, they will be sent there and inserted into the old region’s
local log. If it gets inserted into that local log after 𝑇𝑜𝑙𝑑

ℎ𝑚
, it will abort and restart at runtime during

home validation. If it gets inserted prior to 𝑇𝑜𝑙𝑑
ℎ𝑚

, it logically occurs before the data item moved, and
will succeed.

According to Definition 3.1, two transactions conflict not only on the key they access but also on
the expected home region. If 𝑇 is a transaction that sees the old location and is placed before 𝑇𝑜𝑙𝑑

ℎ𝑚

but after 𝑇𝑛𝑒𝑤
ℎ𝑚

in the global log, this definition prevents 𝑇 from being blocked by 𝑇𝑛𝑒𝑤
ℎ𝑚

because
although they access the same key, 𝑇 expects the key’s home region to be oldHome whereas 𝑇𝑛𝑒𝑤

ℎ𝑚

expects that to be newHome.
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Discussion. SLOG also introduces an algorithm for data home-movement [49]. However, the
algorithm described here is both easier to reason about and simpler to implement. Additionally,
SLOG’s home-movement algorithm requires storing a counter in the header of every data item, thus
increasing the size of the database, while this new algorithm does not require such a counter. The
key difference that enables these advantages is that SLOG’s algorithm makes the home-movement
transactions single-home, whereasDetock’s algorithm constructs them as multi-home transactions.

5 EVALUATION
We implemented Detock in C++ with ZeroMQ [1] for message passing between processes on
different nodes and between threads in the same process. Detock supports pluggable storage
layers, and currently defaults to an in-memory key-value store. Transactions are implemented as
stored procedures containing read and write operations over a set of keys2
The goal of Detock is to achieve high throughput and low latency for strictly serializable

transactions over a geo-replicated and geo-partitioned database. Hence, we compare Detock to
four other systems that also support globally distributed transactions: Calvin [54], SLOG [49], Janus
[40], and CockroachDB [52]. To reduce performance artifacts that are unrelated to the architectural
designs discussed in this paper, we re-implemented Calvin, SLOG, and Janus inside the Detock
codebase so that all four systems can use the same storage layer, communication library, local
consensus code, and logging infrastructure. Unlike Detock, Calvin globally orders all transactions,
and SLOG globally orders all multi-home transactions. The SLOG paper discusses two ways to do
this: (1) sending them all to the same region/ordering service and (2) performing global consensus
via Paxos or Raft. Option (2) increases the latency of every multi-home transaction by at least the
latency of the global consensus protocol (hundreds of milliseconds for a truly global deployment).
Option (1) only increases the latency of multi-home transactions that initiate far from the ordering
service. We experiment with both versions in Section 5.2, but since option (1) yields better latency,
we use it for both Calvin and SLOG in the other experimental sections, in order to present their
latency in the best possible light, even though it is less robust to region failure than option (2). Janus
generalizes the EPaxos protocol [38] to process distributed transactions, which (similar to Detock)
includes a reordering technique over a dependency graph and execution of transactions across
all replicas and shards deterministically following the graph order. However, unlike Detock’s
asynchronous protocol, Janus synchronously replicates data to every region so it needs at least one
WAN round-trip to all regions to commit.

2The source code is available at https://github.com/umd-dslam/Detock

Table 1. Round-trip time for all pairs of regions (ms)

apse2 apse1 apne2 apne1 euw2 euw1 usw2* usw1* use2
use1 197 211 173 148 75 67 66 61 12
use2 187 197 160 132 85 77 52 50

usw1* 137 169 134 107 145 136 20
usw2* 139 174 124 95 128 127
euw1 254 183 229 202 11
euw2 263 171 236 209
apne1 128 71 32
apne2 148 72
apse1 91
* Regions used only in the CockroachDB experiment.
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We choose CockroachDB as another comparison point because it has support for state-of-
the-art geo-partitioning that uses a non-deterministic approach. CockroachDB inherits many
of its architectural principles from Spanner [17]. Both CockroachDB and Spanner are widely
used; however CockroachDB is the better comparison point since it is available as independent
downloadable code and can be deployed on the same cluster as our other experimental systems, and
supports geo-partitioning. Nonetheless, it is far more production-ready than the research prototype
of Detock, uses a more robust and fully-featured storage layer, and any raw performance numbers
with Detock would be oranges to apples. Therefore, we only report relative measurements and
observe the performance trends of each system.
Unless stated otherwise, we ran our experiments on Amazon EC2 using r5.4xlarge instances.

Each machine has 16 vCPU and 128GB of memory. We deployed the systems over 8 AWS regions:
us-east-1 (N. Virginia), us-east-2 (Ohio), eu-west-1 (Ireland), eu-west-2 (London), ap-northeast-1
(Tokyo), ap-northeast-2 (Seoul), ap-southeast-1 (Singapore), and ap-southeast-2 (Sydney). Table 1
contains the round-trip time for every pair of regions. In each region, a replica of the database is
partitioned across 4 machines.

The clients generating the workloads were deployed on separate machines spread evenly across
all regions, and had enough capacity to avoid being bottlenecks. Each client thread issued one
transaction at a time. Transactions are either single-home (SH) or multi-home (MH); separately,
as an unrelated consideration, they can be either single-partition (SP) or multi-partition (MP). SH
transactions access data in the region closest to the client that generates it. MH transactions access
data from two regions. Calvin and Janus do not assign home regions to data items, and do not
support geo-partitioning so their transactions can only be SP or MP. Each client weights the regions
following a Zipfian distribution such that regions closer to the client are more likely to be selected
for a MH transaction. We vary the percentage of MH and MP transactions.

5.1 Microbenchmark experiments
In our first set of experiments, we use a version of the Yahoo! Cloud Serving Benchmark (YCSB)
[16] adapted for transactions. The data consists of a single table containing a billion rows and two
columns: a 64-bit integer key and a value consisting of 100 random bytes. Identically to previous
work running experiments on this same dataset [49], contention of the workload is varied by
dividing the table into “hot records” and “cold records”. A transaction performed read-modify-write
on 2 hot records and 8 cold records; all records were uniformly selected at random. Contention is
varied by changing the size of the hot record set. We define HOT to be the reciprocal of the size
of the hot re cord set per partition. Thus, contention increases with the value of HOT. Our initial
set of experiments places all machines in the us-east-2 (Ohio) region, and uses tc [5] to simulate
the network round-trip time of the 8-region deployment with symmetric network paths and a
jitter uniformly distributed within 1 ms. This will allow us to directly vary network conditions in
Section 5.1.3. In Section 5.2 we remove the simulation and run over the real full 8-region deployment.

5.1.1 Throughput. Fig. 6a shows the peak throughput of Calvin, Janus, SLOG and Detock, with
and without opportunistic ordering. We varied the % MP and % MH parameters at two HOT settings
corresponding to a low contention workload (HOT = 0.0001) and a high contention workload (HOT
= 0.01).

Calvin and Janus do not distinguish between SH and MH transactions (since they do not support
geo-partitioning); thus their throughput stays constant as % MH is varied. In contrast, Detock and
SLOG are able to benefit from the presence of SH transactions in workload by processing them at
different regions in parallel, while Calvin and Janus have to order all transactions within a single
global log. Therefore, for workloads which geo-partition well (e.g. 15% or fewer MH transactions),
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Fig. 6. Microbenchmark results

Detock and SLOG significantly outperform Calvin and Janus. However, as MH% increases past
30%, the geo-partitioning advantage of Detock and SLOG disappears and all systems perform
similarly. At extremely high levels of MH transactions, they even perform slightly worse than
Calvin, since they incur additional overhead to process MH transactions (i.e. dividing the transaction
into its region-local components, and inserting in the local log of each region). However, this lower
throughput relative to Calvin only occurs when the MP% is 0. When MP transactions are common,
all systems have to pay overhead processing the transaction across the different local machines that
own the partitions of data accessed. Therefore, Calvin only outperforms Detock in the scenario of
high MH% and low MP% — an unlikely scenario since if a workload is partitionable, it is generally
locally geo-partitionable as well.
Janus requires traversal of the dependency graph, including communication with other shards

for missing information, on the critical path of every transaction to determine when it is ready to
be executed. This overhead causes Janus to perform worse than other systems. Conversely, Detock
traverses the dependency graph and communicates with other partitions in a background thread
that wakes up periodically, thus its cost is amortized across the periodic runs. The throughput of
Janus drops further under high contention, especially when there are MP transactions, because the
graph grows faster and more cross-shard messages are needed.

Under low contention (top row), the best versions of Detock and SLOG have similar throughput.
However, under high contention (bottom row), Detock outperforms SLOG when there are MH
transactions in the workload. This is because SLOG must globally order all MH transactions.
Different regions involved in the transaction find out the order (and then insert the transaction
into their local log) at different points in time. The closer they are to the region that determines the
order, the faster they get started with the transaction. However, a transaction cannot release locks
until they receive local logs from all regions involved in the transaction, even remote regions. The
slowest transactions in SLOG therefore must hold locks for longer than the slowest transactions in
Detock. Under low contention, this does not affect performance. But under high contention, this
longer hold time reduces throughput. In contrast, Detock uses opportunistic ordering to insert the
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GraphPlacementTxn to the local log at roughly the same time, thus distributing the blocking time
evenly across the regions.

SLOG’s performance depends on resources allocated for its ordering service. To show this, we ran
a version of SLOG where we cut down the number of threads used for deserializing and batching
the transactions in the ordering service from 8 to 1. The throughput of this version, shown as SLOG
(slow) in Fig. 6a, quickly drops as the amount of MH transactions increases. Detock is not bounded
by this constraint because it does not need an ordering service.

Surprisingly, even at large numbers of multi-home transactions, Detock’s performance is almost
unchanged relative to its performance at low contention. Such independence from performance
degradation for strictly serializable multi-region transactions at extremely high contention is rare
amongst current state-of-the-art systems and is an important advantage of Detock’s approach. The
comparison to CockroachDB’s state-of-the-art geo-partitioning system in Section 5.4 will further
highlight the Detock’s exceptional resilience to high contention workloads.
To understand the drop of throughput of the Detock version without opportunistic ordering,

we plotted the number and size of deadlocks (SCCs) of the two Detock versions for HOT = 0.01
and MP = 100% in Fig. 6b. The reason for the performance drop is thus due to the growth of the
number and size of deadlocks. When the contention is high, the probability that new incomplete
dependencies emerging while a deadlock is forming increases, preventing the DDR algorithm to
immediately resolve the deadlock.
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Fig. 7. Microbenchmark latency (MP = 100%)

5.1.2 Latency. We measured the end-to-end latency using a smaller number of clients to avoid
including queuing time. Fig. 7 presents the p50 and p99 latency at 100% MP. Under low contention,
SLOG and Detock3 achieve low latency for SH transactions as expected. Meanwhile, Calvin must
globally order all transactions so it results in an order of magnitude worse latency. Under high
contention, it becomes more likely for SH transactions to conflict with the longer-running MH
transactions, so SLOG and Detock have higher p99 latency for SH transactions in the presence of
MH transactions. However, the impact of this on Detock is much lower than SLOG.

For MH transactions, SLOG has a latency higher than Calvin’s and Detock’s because every MH
transaction in SLOG needs (1) a round-trip to the ordering region and (2) additional communication
to exchange the local logs across regions. Calvin also must pay cost (1) but avoids cost (2). Detock
must pay cost (2) but avoids cost (1). Therefore they have similar latency at p50. However, cost (2)
3The latency difference between Detock with and without opportunistic ordering is the amount of the overshoot (2ms).
All other delays caused by opportunistic ordering is overlapped with transaction processing and do not cause a latency
increase. To avoid cluttering the graph, we only show Detock with opportunistic ordering.
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has a longer tail latency when locks are held during this communication; therefore, Calvin achieves
better p99 latency for MH transactions.

Janus has the highest latency because its fast quorums contain all replicas, thus every transaction
coordinator generally has to wait for the response from the slowest region.

5.1.3 Performance under different network conditions. The effectiveness of opportunistic ordering
and consequently the overall performance of Detock is affected by the accuracy of its estimation
of the one-way delay between two regions, and irregular network conditions may affect such
estimation. Therefore, we now study the effect of asymmetric network delay and jitter on Detock
performance. In the following experiments, we ran a workload with HOT = 0.01 (high contention),
MP = 100% and MH = 10%.
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Fig. 8. Detock’s performance under asymmetric delay

A network path is asymmetric if the forward and backward one-way delays differ. We varied
the ratio between the one-way delays on the same network path. This ratio was applied to all
paths of every pair of servers across two different regions, with the direction of asymmetry
randomly chosen. Fig. 8 shows that delay asymmetry does not affect throughput. This is because
the opportunistic ordering scheme constantly monitors the one-way latency between regions and
adjusts its predictions accordingly. Accurate one-way predictions are sufficient to avoid deadlock.

In contrast to throughput, latency increases as the ratio becomes more extreme. This is because
in an asymmetric network, the region with the largest one-way delay from the coordinator might
not be the one with the largest round-trip time and vice-versa. Therefore, opportunistic ordering
scheme might cause the farthest region from the coordinator to hold off the transactions as if it is a
closer region, increasing the overall latency of the transaction.
Nonetheless, the impact on overall latency is insignificant except at extreme asymmetries, yet

studies have shown that 90% of the measured one-way delay on the Internet are within 40%–60%
of the round-trip time [43]. Furthermore, consistently severe asymmetry is unlikely in real-world
data center environments [57].
Network jitter is variance in network delay. We simulated different uniform jitter values in all

inter-region paths. Fig. 9a shows peak throughput, p99 latency at peak throughput (blue line), and
p99 latency at a lower load (red line). Increase in jitter impacts peak throughput more than latency
at an unsaturated load. Fig. 9b shows the reason for this result: at 15ms or more jitter, opportunistic
ordering’s delay estimations become inaccurate, and it becomes increasingly ineffective at pre-
venting deadlocks, which reduces throughput. Detock deployments with high network jitter need
higher overshoots. Fig. 9b showed that, with the default overshoot of 2 ms, Detock is robust to
jitter of up to 15 ms. Fig. 9c and 9d show that increasing to a 10 ms overshoot significantly reduces
the number of deadlocks, thereby raising throughput.
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Fig. 9. Network delay jitter experiments (numbers in parentheses are the opportunistic ordering overshoots)

5.2 TPC-C
Next, we evaluate Detock on the TPC-C benchmark [3] that is designed based on the activities of a
wholesale supplier with 9 tables and 5 types of transactions. TPC-C data is typically partitioned by
the warehouse table and we follow this partitioning by assigning different warehouses across the
eight physical regions in our deployment. We initialized the database with 1200 warehouses and 10
districts per warehouse. We followed the specification for the transaction mix ratio, displayed in
Table 2. However, transactions whose access set are dependent on a read were modified to remove
these dependencies, since the Detock codebase does not currently support dependent transactions.
For example, payment transactions select customers only by their IDs (instead of combination of
IDs and last names). Some new-order and payment transactions may access “remote” warehouses
in addition to their default warehouses. The specification only requires a remote warehouse to be
any warehouse other than the default one. However, we redefine a remote warehouse to specifically
be a warehouse that resides in a remote region; hence, these transactions become multi-home
transactions.

Table 2. TPC-C transactions mix ratio

new-order payment order-status delivery stock-level

SH 40.7% 42.3% 4.1% 4.1% 4.0%
MH 4.4% 0.4% 0% 0% 0%
total 45.1% 42.7% 4.1% 4.1% 4.0%

We ran the TPC-C workload while increasing the number of clients until reaching peak through-
put and plotted the p50 and p99 latency at different throughputs in Fig. 10a. Detock and SLOG
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Fig. 10. TPC-C results

have the same median latency because the majority of transactions in the TPC-C workload are
single-home. Calvin and Janus have much higher latency since every transaction has to be globally
ordered. Detock’s 99% latency is 66ms lower than SLOG’s because of its ability to avoid the global
ordering step for multi-home transactions which constitute 4.8% of the workload (see above, Section
5.1.2).

Detock reaches a higher peak throughput than SLOG, Calvin, and Janus do for the same reasons
discussed in Section 5.1.1.
To further explore the advantage of Detock for MH transactions, we plotted in Fig. 10b the

CDF of SH and MH transaction latency in every region. Note that the x-axis is log scaled. In
SLOG, the ordering service was in us-east-2. Therefore, the farther a region is from us-east-2 (US
East Coast), the more benefit is accrued from Detock’s ability to serve MH transactions without
making a round-trip to the ordering service. This results in many transactions having a factor of 5
better latency than SLOG’s. Us-east-1 and us-east-2 also have improvement in their transaction
latency because the ordering service incurs queuing and processing delays, which are not present
in Detock. The Calvin version in this experiment uses one region us-east-2 for ordering, thus the
latency of transactions increases as they originate farther away from the ordering region. On the
other hand, every transaction in Janus generally has to wait for responses from all regions for its
fast quorum, hence every region experiences high latency.

5.3 Scalability
We evaluate the scalability of Detock by running the microbenchmark as the number of machines
per region increases from 3 to 21. Fig. 11 shows the results of Detock in comparison to SLOG
under different settings of the parameters HOT, % MP, and% MH.

When MP and MH are 0, SLOG scales better than Detock due to the overhead of the background
thread in Detock which periodically scans the dependency graph for deadlocks. This overhead
can be mitigated by dynamically adjusting the activity of the background thread based on the
frequency of deadlocks. The cost of dependency graph management in Detock grows under high
contention when there are MH transactions in the workload and even more so when there are also
MP transactions. Thus, Detock reaches scalability limitations earlier in the lower graph where
contention is high. Figure 12 shows the reason for this is that the unstable part of the graph takes
longer to be resolved and thus grows large in the presence of MP transactions, as each partition
only has a partial view of the graph and needs to wait for more information from other partitions
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Fig. 11. Scalability of Detock and SLOG

to proceed. Either way, when there are multi-home transactions in the workload, the throughput of
both Detock and SLOG cease to increase after 15 machines per region. This is because multi-home
transactions generate extra GraphPlacementTxns in Detock and LockOnlyTxns in SLOG, the
routing of which becomes more complex as the cluster size increases. An improved routing layer
would increase the scalability of both systems.
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5.4 Comparison to CockroachDB
CockroachDB is a distributed transactional database system that allows users to control the locality
of individual rows, and thus compares directly with Detock. Although, CockroachDB does not
guarantee strict serializability because it is susceptible to the causal reverse anomaly [27], it
guarantees strict serializability for the vast majority of practical workloads and its architecture is
based on Spanner which does guarantee strict serializability for all workloads. As discussed above,
the absolute performance numbers between Detock and CockroachDB are incomparable because
the two systems come from separate codebases. Nonetheless, information about the consequences
of the architectural differences can still be gleaned from their relative performance trends.
We deployed the two systems in 6 regions: us-east-1 (N. Virginia), us-east-2 (Ohio), us-west-1

(N. California), us-west-2 (Oregon), eu-west-1 (Ireland), and eu-west-2 (London); the inter-region
latency is included in Table 1. Each region had 3 c5.4xlarge EC2 instances (16 vCPU and 32GB
memory), as recommended by CockroachDB [6]. We used CockroachDB v21.1, which was the latest
version when we ran the experiment. To eliminate as many differences between the two systems
as possible, we configured CockroachDB such that it used the in-memory storage engine, had
only one copy per replica within a region, and parsed the SQL queries only once using prepared
statements. We sent every transaction in one shot, with automatic retry turned off so that we could
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collect abort information. We ran the YCSB workload while varying the % MH and HOT parameters.
Since CockroachDB distributed data uniformly across servers in each region, most transactions are
multi-partition. Therefore, we compared against 100% MP for Detock.

The results of this experiment is normalized in Fig. 13a such that the throughput of Detock and
CockroachDB at different contention levels is relative to their throughput at the lowest contention
level. CockroachDB’s throughput plunges at high contention, and even more at high MH%. In the
worst case, the throughput of CockroachDB drops to less than 1% relative to its throughput at the
lowest contention. Conversely, Detock’s throughput decreases more gradually and slowly. It is
able to retain at least 76% of the original throughput at the highest contention level.
CockroachDB partitions the database into multiple consensus groups. Its geo-partitioning fea-

ture places each group within a single region so that nearby reads and writes have low latency.
CockroachDB uses a form of locking to handle write-write conflicts and thus is susceptible to
deadlocks. It breaks a deadlock by randomly aborting one of the transactions. Additionally, its
use of two-phase commit exacerbates the time a transaction needs to hold locks. Fig. 13b shows
the percentage of CockroachDB’s transactions that are committed, aborted due to deadlocks, and
aborted due to other reasons. When contention increases, CockroachDB aborts more transactions
because of deadlocks, causing wasted work. In contrast, Detock does not abort transactions due to
deadlocks.

6 RELATEDWORK
Graph-based concurrency control. Previous work has proposed analyzing transaction dependen-
cies to improve the performance of concurrency control protocols [22, 39, 40, 56, 59]. Furthermore,
dependency graphs have been used in practice for decades for deadlock detection [10]. Unlike
traditional deadlock detection algorithms, DDR guarantees deterministic deadlock resolution, and
therefore must generate a more complete dependency graph than traditional algorithms that only
need to identify and destroy simple cycles. DDR minimizes the cost of this extra work by using
opportunistic ordering to reduce the probability of deadlock.
Geo-replication. To achieve good latency and throughput, many geo-replicated systems use

asynchronous replication and opt for weak consistency models such as eventual consistency [2, 13,
20, 29, 32, 44, 53], strong session serializability [19], timeline consistency [15], or causal consistency
[21, 34, 35]. For stronger consistency (e.g. linearizability) over wide area network (WAN), the Paxos
[30, 31] and Raft [41] consensus protocols are commonly implemented [4, 17, 37, 39, 49, 52, 54, 58].
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These protocols require clients to send commands to a stable leader, causing a remote client to
pay for extra WAN round-trip time. EPaxos [38] is a leaderless consensus protocol which involves
tracking dependencies between commands and reordering strongly connected components, and has
similarities to Detock’s DDR algorithm. However, EPaxos has to rate limit to reduce the effect of
livelock by prioritizing executing old commands over starting new commands. In contrast, Detock
targets high conflict transactional workloads in which livelock would be common, and therefore
uses opportunistic ordering instead.

Distributed database systems.MDCC [28], Replicated Commit [37], TAPIR [60], Carousel [58],
and Ocean Vista [23] are globally distributed database systems that aim to cut down the number of
WAN round-trips but still incur cross-region latency for every transaction. In contrast, Detock
processes transactions with strict serializability without incurring cross-region latency (except for
multi-home transactions).

CockroachDB [52, 55], Spanner [17], Ocean Vista [23], and Dast [14] order transactions strictly
by their timestamps. In contrast, Detock does not require global ordering, and only generates
timestamps to reduce the probability of livelock, and can tolerate much large error bounds clock
accuracy. Also, unlike Spanner, inaccurate clocks never affect the correctness of Detock.
RingBFT [48] uses a deadlock avoidance technique where it passes cross-shard transactions

around the shards in a predetermined ring order, hence avoiding deadlocks and achieving high
throughput. Detock instead allows distributed deadlocks to occur and resolves them on the fly,
providing a new point in the tradeoff space when considering deadlock avoidance vs. detection
for geo-partitioned systems. RingBFT can tolerate Byzantine failures, which comes with high
latency, while Detock focuses on applications that benefit from low latency in non-Byzantine
environments.
G-Store [18], L-Store [33], DynaMast [7], and MorphoSys [8] co-locate data in a single node

using data migration or dynamic remastering to guarantee single-partition transactions. In contrast,
home movement in Detock is a rare event, and is never required during transaction processing.
Instead, it supports efficient multi-partition transactions.

Most proposed deterministic database systems cannot provide low-latency geo-distributed trans-
actions due to reliance on a centralized global sequencing layer [26, 36, 47, 51, 54].

7 CONCLUSION
While the related work described above must trade off consistency for latency, Detock is able to
completely side-step this trade-off for geographically partitionable workloads. Furthermore, even
for non-partitionable workloads, Detock is able to process strictly-serializable multi-partition
transactions with single round-trip latency and high throughput. Even under extremely high con-
tention we observed near-zero performance degradation, and orders of magnitude better throughput
robustness than CockroachDB.
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